
CS 4100: Introduction to AI

Wayne Snyder
Northeastern University

Lecture 24 – Great Ideas in Deep Learning: Transformers and LLMs



Plan for this Lecture

• The Attention Architecture

• Great Ideas in NNs: Transformers

• Machine Translation and Large Language Models



Recurrent Neural 
Networks for NLP

Transformers are the dominant technology in sequence to sequence models, but 
are built on a foundation of many great ideas  in  Neural Networks and AI:

• Attention
• Bag of Words, Vector Models, Embeddings

• Semi-Supervised Learning and Pre-Training

• Seq2Seq models

• Deep Networks
• Layer Normalization

• Residual Connections

• Design for Parallelism

• Positional Encodings
• Reinforcement Learning
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However, the ability to remember context ”fades” the farther you are from the current 
activation, and it would be useful to have more control of specific words in the forward 
and backward context. 

Machine Translation with BRNN

Deep Learning: The Attention Architecture



Attention refers the ability to focus on particular words in the backward and forward 
context; the pattern of what words matter in which context can be learned by the 
network.  The pattern can be represented by a probability distribution over the sequence 
of input tokens:

[      0.005,       0.1,     0.02,     0.25,     0.16,     0.1,     0.26,    0.105,    0.0     ]

Attention Weights

Machine Translation with BRNN and Attention

Deep Learning: The Attention Architecture



Machine Translation with BRNN and Attention

Deep Learning: The Attention Architecture



Displaying the activation matrix shows how attention was applied to the translation: 

Machine Translation with BRNN and Attention

Deep Learning: The Attention Architecture



Great Ideas in NNs: Bag of Words
• The Bag of Words (BOW) model represents a text  (sentence, 

sequence of words, entire corpus) by a multiset (bag) of all 
words in the text, i.e, just the vocabulary, no information about 
order of words!   Sometimes BOW also refers to simply sets of 
words (without the multiplicity). 

BoW1 =
{"John":1,"likes":2,"to":1,"watch":1,"movies":2,"M
ary":1,"too":1}; 
BoW2 =
{"Mary":1,"also":1,"likes":1,"to":1,"watch":1,"footb
all":1,"games":1};

Great Ideas in Neural Network Research



Great Ideas in NNs: Vector Models and Embeddings

Great Ideas in Neural Network Research



Great Ideas in NNs:  Sequence  to Sequence Models

Implementing these using RNNs involves literally sequencing the input into the 
RNN layer, which can be explained by unrolling through time:

But you COULD simply build this exact network out of these explict units; you 
would need to know the largest sentence in your training set, and use that many 
units. 

Great Ideas in Neural Network Research



Great Ideas in NNs:  Semi-Supervised Learning

Great Ideas in Neural Network Research



Great Ideas in NNs: Deep Networks

Great Ideas in Neural Network Research



Great Ideas in NNs: Residual Connections in Deep Networks
To prevent information loss and vanishing gradients in very deep networks, it is common to 
put “short-circuit” connections called “residual connections” between layers. Typically, input to 
earlier layers are concatenated with outputs from later layers....

Great Ideas in Neural Network Research



Great Ideas in NNs: Layer Normalization in Deep Networks
In order to optimize information transfer between layers in a deep network, it turns out to be 
very helpful to standardize/normalize the values. 

A simple strategy is to treat the values as if a random variable, and then convert to standard 
form by subtracting the mean and dividing by the standard deviation:

Great Ideas in Neural Network Research



Great Ideas in NNs: Layer Normalization in Deep Networks
However, there are many variations of this technique, e.g., Batch Normalization takes a batch 
of inputs, normalizes to a mean beta and variance gamma (both learned scalars) and applies 
this dynamically to the changing information coming through the layer:

Batch normalizations can be done before or after another layer:

Great Ideas in Neural Network Research



Great Ideas in NNs: Design for Parallelism
Modern advances in ML and NLP have been in part due to the availability of massively 
parallel computing environments (GPUs, TPUs, etc. ).   All the designs we have studied 
so far (FFNN, GRU, LSTM, etc.) are inherential sequential; data sets are ideal for parallel 
processing, and this has been done to some extent. Taking advantage of hardware 
parallelism to the maximum degree, however, requires complex deep networks to have 
parallel components, to be designed for parallelism.

Great Ideas in Neural Network Research



Great Ideas in NNs: Design for Parallelism
To design for parallelism, we must separate the data into separate chunks that can be 
processed independently in parallel. 

Embeddings are ideal for this purpose, since they encode a words relationship to other 
words, but without any notion of sequence or order in the input  sentence!

However, a lot of the meaning of a sentence is contained in the order of the words in a 
sequence, so we must somehow preserve this in a way that still allows parallellism...

Great Ideas in Neural Network Research



Great Ideas in NNs: Positional Encodings

In order to exploit parallelism in processing sequences, we can
• Use an embedding representation  (no sequence  information) and

• A  Positional Encoding to record where words occur in the 
sequence.

Now the word can be represented by the aggregation of the 
embedding vector and a positional encoding vector:

Naive positional encodings don’t work very well:  

0  1  2       3           4           5                 6              7

This is a sentence with positional encodings noted.  

(Word Embedding)   :   (Positional  Encoding)

Great Ideas in Neural Network Research



Great Ideas in NNs: Positional Encodings
In Transformers, what has  worked well is—bizarrely—a position encoding based on samples of 
sin and cos waves of various frequencies (as if it is an audio signal!):

Great Ideas in Neural Network Research



Recurrent Neural 
Networks for NLP

Transformers are the dominant technology in sequence to sequence models, but are 
built on a foundation of many great ideas  in  Neural Networks....

• Attention
• Bag of Words, Vector 

Models, Embeddings
• Semi-Supervised 

Learning

• Seq2Seq models

• Deep Networks

• Layer Normalization
• Residual Connections

• Design for Parallelism

• Positional Encodings

Transformers combine all of 
these ideas.....

Great Ideas in Neural Network Research



Figure from "A history of machine translation from the Cold War to deep learning" by Ilya Pestov

Neural Machine Translation (NMT)
In two years, neural networks surpassed everything that had appeared 
in the past 20 years of translation. Neural translation contains 50% 
fewer word order mistakes, 17% fewer lexical mistakes, and 19% fewer 
grammar mistakes. The neural networks even learned to harmonize 
gender and case in different languages. And no one taught them to do 
so.

Machine Translation and LLMs



https://jalammar.github.io/illustrated-transformer/

Machine Translation and LLMs



§ Input:
§ The encoder 

receives a list of
vectors as input

Machine Translation and LLMs



§ Each encoder:
§ Self-attention: look at

other words in the 
input as it encodes
a specific word

§ FFNN is independently
applied to each position

Machine Translation and LLMs



§ Each decoder:
§ Has attention layer that lets it focus on relevant parts of the input sentence

Machine Translation and LLMs



§ Transformer
§ Stack of Encoders
§ Stack of Decoders

Machine Translation and LLMs



§ Output layer is turned into an output word

Compare probability distribution over words

Machine Translation and LLMs



§ BERT: Bidirectional Encoder Representations from Transformers
§ A new method for pre-training language representations
§ Achieve state-of-the-art results on a wide array of NLP tasks
§ https://github.com/google-research/bert
§ Enables anyone to use this pre-trained LM and fine tune the representations for their 

tasks, without needing to train LM model from scratch

Machine Translation and LLMs: BERT

https://github.com/google-research/bert


Machine Translation and LLMs: BERT



§ Example: sentence classification

Machine Translation and LLMs: BERT



§ Basically, a trained 
Transformed Encoder stack

§ 12/24 layers
§ 12/16 attention heads per layer
§ 768/1024 hidden units in FFNN
§ Initial transformer has:

§ 6 layers
§ 8 attention heads
§ 512 hidden units

Machine Translation and LLMs: BERT



GPT Language Models

GPT-4        ~ .5 T 
parameters



GPT Language Models

Philosopher John Searle's Chinese Room 
Thought Experiment



A last word from GPT-4.......


